Flow Control of $A + B \rightarrow C$ Fronts by Radial Injection
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The dynamics of $A + B \rightarrow C$ fronts is analyzed theoretically in the presence of passive advection when $A$ is injected radially into $B$ at a constant inlet flow rate $Q$. We compute the long-time evolution of the front position, $r_f$, of its width, $w$, and of the local production rate $R$ of the product $C$ at $r_f$. We show that, while advection does not change the well-known scaling exponents of the evolution of corresponding reaction-diffusion fronts, their dynamics is however significantly influenced by the injection. In particular, the total amount of product varies as $Q^{-1/2}$ for a given volume of injected reactant and the front position as $Q^{1/2}$ for a given time, paving the way to a flow control of the amount and spatial distribution of the reaction front product. This control strategy compares well with calcium carbonate precipitation experiments for which the amount of solid product generated in flow conditions at fixed concentrations of reactants and the front position can be tuned by varying the flow rate.
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Motivated by the broad applications of radial transport in reactive systems, we analyze both theoretically and experimentally the properties of reaction-diffusion-advection (RDA) fronts obtained when a $A + B \rightarrow C$ reactive miscible interface is subjected to a passive radial advection. We show that even though the classical RD scalings are maintained, the flow affects the proportionality coefficients, the total amount of product generated in space and time, and the front position, which paves the way to a flow control of the front dynamics.

Let us consider a two-dimensional system in which a species $A$ in concentration $A_0$ is injected radially at a constant flow rate $Q$ into a domain initially filled with $B$ in concentration $B_0$. Upon contact, $A$ and $B$ react to produce $C$. All three species are transported by both diffusion and passive advection. In a rectilinear geometry, advection at a constant velocity perpendicular to the front does not affect the dynamics in a frame moving with the advection speed. In a radial geometry, the RD problem does not admit a sustained front solution as a point source with a constant injection of $A_0$, and the front does not affect the dynamics in a frame moving with the advection speed. The situation is however different in the case of a constant injection of $A$ at a given localized feeding point. The chemicals are then advected by a radial velocity field, $v_r = Q/r$. We assume that $v_r$ is not modified by the reaction, and that the displacement is hydrodynamically stable and preserves the radial symmetry; i.e., the variables depend only on the radial coordinate, $r$, and on time, $t$. In cylindrical coordinates $(r, \theta, z)$, the equations governing this dynamics are then

$$\partial_t a + v_r \partial_r a = (\partial_r^2 + r^{-1} \partial_r) a - ab, \quad (1a)$$

$$\partial_t b + v_r \partial_r b = (\partial_r^2 + r^{-1} \partial_r) b - ab, \quad (1b)$$
\[ \partial_t c + v \cdot \partial_x c = (\partial_x^2 + r^{-1} \partial_r) c + ab. \]  

where \( a(r, t) \), \( b(r, t) \), and \( c(r, t) \) are, respectively, the concentrations of the reactants \( A \), \( B \) and product \( C \) normalized by \( A_0 \). Time and space have been rescaled by \( \tau = 1/kA_0 \) and \( \ell = (Dr)^{1/2} \), respectively, where \( k \) is the reaction kinetic constant and \( D \) is the diffusion coefficient assumed equal for all species, since this assumption does not affect the asymptotic scaling properties [14,36]. The production rate of \( C \) is defined as \( R(r, t) = a(r, t)b(r, t) \). An example of the concentration profiles \( a \) and \( b \) and of the production rate \( R \) obtained by solving Eqs. (1) numerically is shown in Fig. 1(a).

Subtracting Eqs. (1b) from (1a) and performing the change of variables \( \eta = r^2/(4\tau) \) leads to an equation for \( u = a - b \),

\[ \partial_t^2 u + \left( 1 + \frac{Q}{\eta} \right) \partial_r u = 0. \]  

The BCs are \( u = 1 \) for \( r \to 0 \) where \( b = 0 \) and \( a = 1 \), and \( u = -\gamma \) for \( r \to \infty \) where \( a = 0 \) and \( b = B_0/A_0 = \gamma \). The solution of Eq. (2) satisfying these BCs reads

\[ u(r, t) = -\gamma + (1 + \gamma) Q[Q/2, r^2/(4\tau)]. \]  

where \( Q(a, x) = \Gamma(a, x)/\Gamma(x) \), \( \Gamma(a, x) \), and \( \Gamma(x) = \Gamma(0, x) \) are the regularized, incomplete, and complete gamma functions, respectively [37]. Note that, in the absence of flow (\( Q = 0 \)), the general solution of Eq. (2) is singular at \( r = 0 \), a sign that a radial RD front cannot be sustained only by diffusion of \( A \) from a point. In the presence of a flow, the position of the reaction front, \( r_f \), defined as the point where \( u = 0 \), is obtained from Eq. (3),

\[ r_f = 2\sqrt{Kt}, \quad \text{with} \quad K = Q^{-1} \left( Q/2, \frac{\gamma}{1+\gamma} \right). \]  

where \( Q^{-1}(a, x) \) is the unique solution for \( y \) of the equation \( x = Q(a, y) \) (\( a \leq 1, a > 0, \) and \( y \geq 0 \)). When \( \gamma = 1 \) and \( Q \gg 1 \), Eq. (4) simplifies to [38]

\[ r_f = 2\sqrt{t} \left( \frac{Q}{2} + \frac{1 + \gamma \sqrt{\pi Q}}{2} \right)^{1/2}. \]  

Equation (5) implies that when \( \gamma = 1 \), the motion of the RDA front is simply governed by volume conservation, \( r_f(t) \sim (Q t)^{1/2} \). When \( \gamma \neq 1 \), the front lags behind (\( \gamma > 1 \)) or moves faster (\( \gamma < 1 \)) than the reference advection case obtained for \( \gamma = 1 \).

To obtain the asymptotic production rate \( R \) and width \( w \) of the reaction zone, we substitute \( b = a - u \) into Eq. (1a) to obtain

\[ \partial_t a = \left( \partial_r^2 + \frac{1 - Q}{r} \partial_r \right) a - a^2 + ua. \]  

Even if this nonlinear partial differential equation cannot be solved in general, the derivation of scaling laws is nevertheless possible if, following [13], we assume that the front width \( w \) increases with time not faster than the depletion zone \( W_d \sim Q^{1/4} t^{1/4} \); see Fig. 1(a) and [38]. This means that, in the long time limit, \( w \) is negligible compared to \( W_d \). Expanding \( u(r, t) \) given by Eq. (3) around \( r_f \), we obtain

\[ u(r, t) = -K(r - r_f)/\sqrt{t} + O[(r - r_f)^2/t], \]  

\[ K(Q, \gamma) = (1 + \gamma) [\Gamma(\gamma, Q/2)]^{-1} K(Q^{-1}/2)^{-1/2} e^{-K}. \]  

FIG. 1. (a) Numerical concentration profiles of \( A \) and \( B \), front position \( r_f \), width \( w \), local production rate \( R(r_f, t) \), and depletion zone \( W_d \) at \( t = 10^4 \) for \( Q = 100, \gamma = 1/4 \). The numerical integration has been performed in the interval \( [r_c = 1, r_{\max} = 3500] \) with initial conditions \( a(r, 0) = H(r-r_c), b(r, 0) = \gamma H(r-r_c), c(r, 0) = 0 \), where \( H(x) \) is the Heaviside function, and boundary conditions (BC) \( a(r_c, t) = 1, a(r_{\max}, t) = b(r_c, t) = 0, b(r_{\max}, t) = \gamma, c(r_c, t) = c(r_{\max}, t) = 0 \). BC are set at \( r = r_c \) instead of \( r = 0 \) to avoid the apparent singularity. Temporal evolution of \( r_f \) (b), \( w \) (c), and \( R(r_f, t) \) (d) for \( Q = 10, 10^2, 10^3 \) and \( \gamma = 1/4, 1, 4 \). The symbols correspond to the numerical solutions while the solid (\( \gamma = 1/4 \)), dashed (\( \gamma = 1 \)), and dash-dotted (\( \gamma = 4 \)) lines correspond to Eqs. (4) and (8).
Figures 2(a) and 2(b) show the variation of $K$ with respect to $Q$ and $\gamma$. For $Q$ large enough, $K$ is essentially independent on $Q$. Outside the reaction front in the region $r < r_f$, $a = u$ since $b = 0$ whereas in the region $r > r_f$, $a = 0$. Using the ansatz $a(r, t) = r^{a_2}G(z)$ with $z = (r - r_f)/r^{a_2}$, the above BC together with Eq. (7a) impose $G(z) \rightarrow -Kz$ for $z \rightarrow -\infty$, $G(z) = 0$ for $z \rightarrow \infty$, and $a_2 + a_1/2 = 1/2$. Substituting this ansatz into Eq. (6) and requiring that the term $d^2G(z)$ remains in the scaling limit $t \rightarrow \infty$ while keeping $z$ fixed, we find $a_2 = 1/6$ ($a_1 = 2/3$) and $d^2G(z) = G''(z) + KzG(z)$. The scaling function $G$ is thus the same as in a rectilinear geometry without advection [13]; only $K$ differs. Therefore, the asymptotic expressions of the width of the reaction zone, $w$, and of the local production rate, $R$, are given by [13]

$$w(t) = \pi K^{-1/3} t^{1/6}, \quad R(r_f, t) = \frac{29}{\pi^4} K^{4/3} t^{-2/3}. \quad (8)$$

Equations (4) and (8) show that the classical RD scaling exponents are thus recovered in the RDA system and are not affected by a passive radial advection. The coefficients $K$ and $K$ depend however on $Q$, which evidences the possibility of controlling the properties of $A + B \rightarrow C$ fronts in radial flows by tuning the flow rate.

Figures 1(b)–1(d) show a comparison between the scalings (4) and (8) and numerical solutions of Eqs. (1). The effect of $\gamma$ on the front position is more pronounced for low flow rates. This effect and the ordering of the curves in Fig. 1(b) can be simply understood from Eq. (5). Figures 1(c) and 1(d) show that $w$ and $R$ do not depend significantly on the flow rate because the coefficient $K$ is almost constant once $Q$ is large enough; see Figs. 2(a) and 2(b). However, because $r_f \sim (Qt)^{1/2}$, the value of $R$ and $w$ at a given radial distance from the injection point varies with $Q$: $R \sim Q^{4/3} r_f^{-4/3}$ and $w \sim Q^{-1/6} r_f^{1/3}$ for $Q \gg 1$. The yield and spatial distribution of the product can thus be controlled by the flow rate.

Similarly, it can be shown that the total amount $n_c$ of product as a function of time, defined as $n_c(t) = \int c(r, t) d\vec{r}$, reduces to [38]

$$n_c(t) \sim K(Q, \gamma) K(Q, \gamma)^{1/2} t \sim Q^{1/2} t. \quad (9)$$

Asymptotically, $n_c$ grows thus linearly with time and, for a given time, grows as $Q^{1/2}$. This contrasts with the RD scaling in rectilinear geometry, $n_c \sim t^{1/2}$, which highlights the interest of flow conditions to control the yield of $A + B \rightarrow C$ processes.

To test our theoretical predictions experimentally, it is useful to express our results in dimensional variables noted with a bar. Assuming a radial injection in a solution layer of thickness $\bar{h}$ and noting that, from volume conservation, $\bar{Q} = \pi^2 \bar{h}$, we obtain the radial velocity field, $\bar{v}_r = (\epsilon/\pi) v_r = d\bar{r}/d\bar{t} = \bar{Q}/(2\pi \bar{h} \bar{r})$ with $Q = \bar{Q}/(2\pi \bar{h} \bar{D})$, the Péclet number of the problem. Since the time scale of an experiment depends on the flow rate, it is useful to express Eq. (9) as a function of the injected volume $\bar{V} = \bar{Q} \bar{t}$.

$$\bar{n}_c(\bar{V}) \sim A_0 j(Q, \gamma) \bar{V} \sim A_0 j(\gamma)(\bar{Q}/D\bar{h})^{-1/2} \bar{V}, \quad (10)$$

where $\bar{n}_c = A_0 e^j n_c$ and $j = \lim_{Q \rightarrow \infty} J(Q, \gamma)^{1/2}$ where $J = KK_D^{-1/2} Q^{-1}$. Indeed, for $Q \gg 1$, Fig. 2(c) shows that the function $J$ factorizes as $J = j(\gamma)Q^{-1/2}$. The function $j$ behaves like $\gamma^j \ln(1/\gamma^2)\pi_{1/2}^{1/2}$ for $\gamma \ll 1/\sqrt{2\pi}$ and like $\ln(\gamma^2/2\pi)^{1/2}$ for $\gamma \gg \sqrt{2\pi}$; see Fig. 2(c). In good approximation, especially for $0.1 < \gamma < 10$, $j$ can be written as

$$j(\gamma) \approx \ln(4.5\gamma + 1)/3. \quad (11)$$

$\bar{n}_c$ varies thus logarithmically with $\gamma = B_0/A_0$ whereas it varies as a power of $\bar{Q}$. Equation (10), valid asymptotically when $\bar{V}$ is large enough, shows that

$$\bar{n}_c = \beta(\bar{Q}, \gamma) \bar{V} + \delta(\bar{Q}, \gamma), \quad \beta \sim A_0 j(\gamma)Q^{-1/2}. \quad (12)$$

To test prediction (12), experiments are performed with an $A + B \rightarrow C$ precipitation reaction by radial injection in a confined reactor of a solution of carbonate ions ($A = \text{CO}_2^{2-}$) into a solution of calcium ions ($B = \text{Ca}^{2+}$) to yield the solid calcium carbonate product ($C = \text{CaCO}_3$).
[see Fig. 3(a) and [28,29]]. Experiments are performed at concentrations \(0.2 \text{ M} \leq A_0, B_0 \leq 0.4 \text{ M}\) and flow rates, \(0.01 \text{ mL/min} \leq Q \leq 0.1 \text{ mL/min}\), to limit convection and the formation of complex patterns observed at larger concentrations or flow rates [28,29]. The corresponding dimensionless flow rates (50 \(\lesssim Q \lesssim 500\)) are nevertheless large enough to reach the asymptotic regime of \(\beta\).

The viscosity ratio between the two fluids (\(\mu_{\text{Na}_2\text{CO}_3}/\mu_{\text{CaCl}_2} < 1.2\)) and the change in permeability are too small to produce fingering with such flow rates [42,43]. A representative spatially homogeneous and radially symmetric precipitate obtained in such conditions is shown in Fig. 3(b). Figures 3(c)–3(e) show the distribution of precipitate particles at various distances from the injection point. The size of the particles is rather insensitive to the concentrations and flow rates and is about \(d_p = 6 \mu\text{m} [38]\). The area covered by the particles varies between 2% and 12% of the field of view areas depending on the concentrations, flow rate, and distance from the inlet. The mean nearest neighbor distance is indeed about 2.5\(d_p\) [38]. There is thus almost no overlap between particles and the total amount of light \(I_{\text{tot}} = \int_0^\infty N(A_p)\,dA_p\) they reflect can be used as a quantitative measure of the amount of solid product. Here \(I\) is the amount of reflected light per unit area \(N(A_p)\) is the number of particles of area \(A_p\), the width of this distribution is essentially constant and its amplitude is proportional to the total number of particles, \(N_{\text{tot}}\) [38].

The total grey scale intensity of the pattern, \(I_{\text{tot}}\), is therefore a measure of the total amount of precipitate, \(I_{\text{tot}} \sim N_{\text{tot}} \sim \bar{n}_c\). It is thus expected to scale like (12) after some transient regime with a slope \(\beta'\) proportional to \(\beta\). \(I_{\text{tot}}\) is measured as the sum of the grey scale intensity of each pixel of the pattern (see [28,38]).

Figure 4(a) shows \(I_{\text{tot}}\) averaged on at least three experiments as a function of the injected volume \(\bar{V}\) of the carbonate solution for \(\gamma = 1\) and \(A_0 = 0.2\text{ M}\) (see [38] for other \(\gamma\)). After some transient, \(I_{\text{tot}}\) grows linearly with \(\bar{V}\), in agreement with Eq. (12), with slopes \(\beta' \sim \beta \sim \bar{Q}^{-0.4}\) as shown in Fig. 4(b), i.e., with an exponent close to the predicted one. The production of calcium carbonate decreases thus slightly less compared to the theoretical prediction when \(\bar{Q}\) increases. This may result from undetected buoyancy-driven convection due to the slight density difference between the precipitate and ion solutions, which enhances the mixing and hence the production of precipitate. The ordering of the curves shown in Fig. 4(b) when \(\gamma\) is varied follows the predicted one since the coefficient \(A_0 j(\gamma)\), see Eqs. (11) and (12), satisfies the inequalities \(0.2 j(1) < 0.2 j(2) < 0.4 j(1/2)\). The theory predicts however a smaller difference between the curves for \(\gamma = 1/2\) and \(\gamma = 2\).

We have thus shown that the amount of precipitate can be tuned by the flow rate with scalings in good agreement with theory. Similarly, the scaling for the front position, \(r_f\), can be tested. In dimensional form, Eq. (4) reads \(\bar{r}_f = R(\bar{I}/\bar{n})^{1/2}\) with \(R = [(2\bar{K}/\bar{Q})(\bar{Q}/\pi)]^{1/2}\) and where
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*Fig. 3.* (a) Schematic of the experimental setup. (b) Representative precipitate distribution obtained by injecting radially, at a flow rate \(\bar{Q} = 0.1\text{ mL/min}\), an aqueous solution of sodium carbonate 0.4 M into an aqueous solution of calcium chloride 0.2 M confined between two Plexiglas plates separated by a gap \(\bar{h} = 0.5\text{ mm}\). [(c)–(e)] Optical microscope images of the precipitate taken at 2 (c), 3 (d), and 4 cm (e) from the injection point.
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*Fig. 4.* (a) \(I_{\text{tot}}\) as a function of the volume \(\bar{V}\) of the injected \(\text{CO}_3^{2-}\) solution for various \(\bar{Q}\) and \(A_0 = B_0 = 0.2\text{ M}\). (b) Slope \(\beta'\) of the asymptotic linear regime shown in (a) as a function of \(\bar{Q}\) for several \(\gamma\). (c) Coefficient \(R\), defined in the text and expressed in \((\text{cm}^3/\text{s})^{1/2}\), as a function of \(\bar{Q}\).
The influence of $\gamma$ on the front position is therefore marginal. The coefficient $R$ has been extracted from the experimental images by tracking $\bar{r}_j$ as a function of $j$ for various $\bar{Q}$ and $\gamma$ [38]. The variation of $R$ with $\bar{Q}$ compares well with theory; i.e., the front position scales as $\bar{r}_j \sim (\bar{Q}^2 t)^{1/2}$ [see Fig. 4(c)].

We have shown theoretically and confirmed experimentally on a precipitation system that a passive radial advection can affect the dynamics of $A + B \rightarrow C$ fronts. The well-known RD scalings $r_j \sim t^{1/2}$, $w \sim t^{1/6}$, and $R \sim t^{-2/3}$ are recovered in the presence of the flow, yet with coefficients that depend on the injection flow rate. After a short transient, the amount of product increases linearly with the injected volume with a slope that depends on the flow rate. This shows that hydrodynamic flows can conveniently be used to tune the amount and spatial distribution of the product of the reaction. These results generalize to flow conditions the classical scalings of reaction-diffusion $A + B \rightarrow C$ fronts known since the founding article by Gálfi and Rácz [13]. Because of the genericity of such fronts, our results pave the way to their applications depending on the adequate interpretation of the advection term and of the nature of $A$ and $B$.
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[38] See Supplemental Material at http://link.aps.org/supplemental/10.1103/PhysRevLett.118.134101, which include Refs. 39–41, for the properties of $K$, the evolution of $I_{\text{ot}}$ for $\gamma = 1/2$ and 2, the particle size and nearest neighbor distributions, and the details of the front position analysis.